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Recent developments and applications of density functional theory combined with a
modified Poisson-Boltzmann theory (DFT-MPB) are reviewed. After a brief introduction of conventional
DFT calculations on electrified interfaces, essences of DFT-MPB models and basic equations are described.
Equations are derived on several significant thermodynamic and kinetic properties of electrode reactions,
such as electrosorption valency value and transfer coefficient, and by the derivations, free energies and
charge transfer properties are shown to be described in a self-consistent manner on the basis of the
grand-canonical DFT formalism in the DFT-MPB method. Results of applications to a Pt(111) single crystal
electrode are presented on surface phase diagrams, electrosorption valency values, activation free energies,
transfer coefficients, IR-absorption spectroscopy and X-ray absorption spectroscopy, and by the results, the
DFT-MPB is shown to be able to predict the thermodynamic, kinetic and spectroscopic properties within
accuracies useful for materials design.
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1. Introduction

Thermodynamics and kinetics of electrode reactions
strongly depend on the electrode potential. Their
activation free energies, for examples, are described
by linear functions or quadratic functions of the
electrode potential in Butler-Volmer equation(1) or
Marcus equation,(2) respectively, and potential changes
by only several tens millivolt can cause changes by
orders of magnitude in reaction rates. The effects of
the electrode potential, therefore, should be included
in any simulations of electrode reactions.

The electrode potential U scaled with the standard
hydrogen electrode (SHE) is related to the
electrochemical potential (or Fermi energy) μe of
electrons in the electrode by the following equation,(3-5)

, · · · · · · · · · · · · · · · · · · (1)

where μe
SHE corresponds to the electrochemical

potential of electrons in the SHE. Since μe is an
electronic property, its rigorous definition can be
obtained only by electronic structure theories.
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Density functional theory (DFT)(6-10) is one of the
most widespread electronic structure theories, but its
applications to electrode reactions have been limited
because of difficulties in descriptions of the electric
double layer formed at electrolyte-electrode interfaces.

The electric double layer is a region where a
polarization of the charge distribution is formed across
the electrolyte-electrode interface.(3-5) This polarization
is formed to adjust μe in the electrode to that in the
external circuit in contact with the electrode. As
schematically shown in Fig. 1(A), when the
electrochemical potential of electrons in the external
circuit is lowered from a potential of zero charge
(PZC) of the electrode, for example, a positive charge
is induced on the electrode surface by electron transfer
from the electrode to the external circuit, and a
negative charge is accumulated in the electrolyte near
the electrode by anion transfer from the bulk
electrolyte to the interfacial region and cation transfer
from the interfacial region to the bulk electrolyte. The
interfacial polarization generates an electrostatic
potential gap Δφ across the interface, and by this
polarization, μe in the electrode is lowered and
equalized with that in the external circuit. The electric
double layer is, therefore, inextricably linked to the
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electrode potential and must be included into
simulation models. 

Big challenges of describing the double layer
formation arise from its spatial and time scales.
Spatially, the charge distribution in the double layer is
approximately proportional to exp(–κz) in a low
concentration condition,(11,12) where κ is the inverse of
the Debye length, and z is the distance from the
electrode surface. By this exponential function, a
screening length of the induced surface charge by the
double layer is roughly estimated to be 3 to 30 nm for
the electrolyte with an ionic concentration of 1 to
10–3 mol·L–1. With regard to the time scale, the
relaxation time of the double layer can be
approximately obtained by a Debye relaxation time,(13)

which is estimated as 0.05 to 50 ns for a typical
aqueous electrolyte with an ionic concentration of 1 to
10–3 mol·L–1. These estimated length- and time-scales
are beyond capabilities of conventional DFT
simulations, which can handle motions of only
hundreds to thousands of atoms in a volume of
3 × 3 × 3 nm3 during tens of pico-seconds even when a
state-of-the-art peta-flops computing system is used.
Approximations are, therefore, necessary.

Since the pioneering works using simple jellium
models for extended surfaces or metal cluster models
done in 1980s, many approximated double layer
models based on electronic structure theories have

been suggested,(14) but models applicable to practical
simulations have been developed only recently.
Lozovoi and Alavi(15) approximated ion charges in the
electric double layer as a simple Gaussian charge sheet,
which completely screens electrostatic field formed by
a charged slab as shown in Fig. 1(B). Otani and
Sugino(16) suggested a Green function technique called
effective screening medium (ESM), in which the
Gaussian charge sheet in Lozovoi’s model is replaced
by image charges induced in a perfect conductor
medium placed above the charged slab as shown in
Fig. 1(C) or 1-dimensional ion charge distribution
obtained by solving a modified Poisson-Boltzmann
(MPB) theory(17,18) numerically as show in Fig. 1(D).
Jinnouchi and Anderson(19,20) combined the latter
model with a polarizable continuum model (PCM)(21,22)

to describe 3-dimensional ion-distribution and mean
field of solvation in the electrolyte as shown in
Fig. 1(E). This model is called DFT-MPB model.

Recently, our group has implemented the DFT-MPB
method into a parallel DFT code and applied it to
various electrode reactions in fuel cells. In this article,
after an introduction of the DFT-MPB method, results
of applications are presented.

2. DFT-MPB Method

2. 1  Model

In the DFT-MPB model, as shown in Fig. 1(E), the
electrolyte-electrode interfacial system is divided into
an interfacial region comprised of the electrode surface
and adsorbates (region (i)), and an outer region
(region (ii)). Two well-known approximations are applied
to describe the free energy of the entire electric double
layer: the Born-Oppenheimer approximation(23) and
static solvation approximation(24) : the Born-Oppenheimer
approximation has been applied successfully to
describe electronic and nuclear motions separately by
DFT(7-10) or ab initio wave function-based methods(25);
the static solvation approximation has been also
applied successfully to describe the mean field of
solvation by self-consistent reaction field (SCRF)
methods using continuum solvation models(19-22,26-27)

or explicit atom models.(28,29)

Atomic nuclei in the region (i) are described as mass
points, and the electrons in the region (i) are described
by a probability distribution corresponding to the
electron density. The electron density is assumed to
converge instantaneously to that at a ground state
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Fig. 1 Schematics of an electrolyte/electrode interface (A)
and its models (B to E).
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at fixed nuclear positions on the basis of the
Born-Oppenheimer approximation. Since the number
of electrons vary to adjust their electrochemical
potential to that in an external circuit as described in
the previous section, the ground state electronic
structure is described by a grand-canonical DFT
formalism,(8,15,30) in which the ground state electron
density is determined to minimize a ground-potential.

Similarly to the electrons, ions and solvent molecules
in the region (ii) surrounding the fixed nuclei in the
region (i) are described by density distribution
functions on the basis of a static solvation
approximation. Since the numbers of ions and solvent
molecules vary also to adjust their electrochemical
potentials to those in the bulk electrolyte, the
distribution functions are determined to minimize a
grand-potential described by a grand-canonical
formalism.

2. 2  Free Energy

The Hamiltonian of the nuclear motions in the
region (i) is described as follows:

, · · · · · · · · · · · (2)

where H is the Hamiltonian, Pi and Ri are the
momentum and positions of i-th nucleus, respectively,
and Ω is the grand-potential. According to a
description by Lozovoi et al.,(15) Ω is described as
follows:

,

· · · · · · · · · · · · · · · (3)

where F is the Helmholtz free energy, μ+ and μ– are the
electrochemical potentials of cation and anion,
respectively, and Ne, N+ and N– are the numbers of
electrons, cations and anions, respectively. As
described later, the solvent molecules are described
implicitly in this study, and therefore, their
contributions do not appear explicitly in this equation.
Similarly to the description by Lozovoi et al.,(15) the
term, “Helmholtz free energy”, indicates the free
energy with respect to subsystems of the electrons and
electrolyte characterized by a certain electronic
temperature Te and an electrolyte temperature T. The
term is, however, just the total energy for the nuclear
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system.
By using the Hamiltonian, the Gibbs free energy G

of the system is described as follows:

,

· · · · · · · · · · · · · · · (4)

where p is the pressure, V is the volume, and kB is the
Boltzmann constant.

Although the phase space integration in this equation
can be executed numerically using a molecular
dynamics method under a constant electrode potential
condition,(31) quantitative results are still very difficult
to obtain on the interfacial electron transfer reactions.
Alternatively, analytical integrations using simple
statistical models(24,32) for the nuclear motions are
employed in our calculations. By this approximation,
Eq. (4) is rewritten as follows:

,· · · · · · · · · · · · · · (5)

where Ri
0 is the equilibrium position of i-th nucleus, T

is the nuclear temperature, and Hn and Sn are the
enthalpy and entropy of the nuclear motions,
respectively.

2. 3  Helmholtz Free Energy of Electronic and 

Electrolyte Subsystems

The Helmholtz free energy functional F is described
using a DFT-MPB method, in which the electrons in
the region (i) are regarded as independent-particles in
a one-electron effective potential, and their density
is described by DFT, while the electrolyte in the
region (ii) is regarded as continuum ionic distributions
in a dielectric medium, and their distribution functions
are described by a modified Poisson-Boltzmann
(MPB) theory.(17,18) Similarly to other self-consistent
reaction field (SCRF) approaches,(21,22,26,27) the two
regions are connected with an adaptive dielectric
model function.(19)

The functional F is described by a following
equation:

,

· · · · · · · · · · · · · · · (6)

where K is the kinetic energy of electrons, Exc is the
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exchange-correlation energy of the electrons, Ees is the
electrostatic energy, Fss,nes is the free energy of the
non-electrostatic interactions between the atoms in the
region (i) and the water molecules in the region (ii),
Fis,nes is the free energy of the non-electrostatic
interactions between the atoms in the region (i) and the
ions in the region (ii), and Se and S± are entropies of
the electrons and electrolyte, respectively.

Similarly to the conventional DFT formalism,(6-10)

K, Exc, Ees and Se in Eq. (6) are described as follows:

,

· · · · · · · · · · · · · · · (7)

,· · · · · · · · · (8)

,

· · · · · · · · · · · · · · · (9)

, · · (10)

where ψnkσ is the wave function specified by nth-band
index, point k in the Brillouin zone and σ spin state,
fnkσ and εnkσ are its occupation number and
eigenenergy, respectively, ρσ (σ = ↑ or ↓) is the density
of electrons with spin index σ, ρe is the total electron
density, ρc is the nuclear charge, ρ+ and ρ– are cation
and anion densities, respectively, φ is the electrostatic
potential, and kB is the Boltzmann constant. For
describing Se, a Gaussian smearing method suggested
by Fu and Ho(33) is used.
ρσ and ρe are related to ψnkσ and fnkσ as follows:

, · · · · · · · · · · (11)

. · · · · · · · · · · · · · · (12)

As in usual DFT formalism, ψnkσ and fnkσ must satisfy
the following constraints:

, · · · · · · · · · · · · (13)

. · · · · · · · · · · · · · · (14)

Unlike the conventional DFT model, the dielectric
permittivity ε in Eq. (9) is a position-dependent
function described as follows:

,

· · · · · · · · · · · · · · (15)

where ρ0 and β are constant parameters and are set as
0.00057 bohr–3 and 1.3, respectively, according to the
recommendation in the literatures,(19,21,22) and ρna is a
summation of ground-state electron densities of neutral
atoms.(19) In the region far from nuclear positions in
the region (i), ε approaches ε∞, which is defined as the
following function:

,

· · · · · · · · · · · · · · (16)

where εb is the dielectric permittivity of the bulk
electrolyte, z0 is the position of the bottom of the slab,
z is the distance from z0, and Δz is a constant parameter
and set as 1 Å. Details of the physical background of
the equations and parameters are described in Ref. 19.

The non-electrostatic free energy Fss,nes in Eq. (6) is
a summation of cavitation, dispersion and repulsion
free energies, which are denoted as Fss,cav, Fss,dr and
Fss,rep, respectively. The cavitation free energy Fss,cav is
described as a product of a total surface area A of the
atoms in the region (i) and a surface tension γb of the
bulk electrolyte as follows:

. · · · · · · · · · · · · · · (17)

The dispersion and repulsion free energies are
obtained each as a linear function of atomic surface
areas Ai as follows:

, · · · · · · · · · · · · (18)
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. · · · · · · · · · · · (19)

Details of the methods to obtain the total and atomic
surface areas A and Ai are described in Ref. 19.

The non-electrostatic interaction energy Fis,nes is
described as follows:

, · · · · · (20)

where φrep represents non-electrostatic repulsive
potentials between atoms in the region (i) and ions in
the region (ii). The repulsive interaction prevents ions
in the region (ii) from approaching atoms in the
region (i) too closely. A similar repulsive potential was
introduced by Otani and Sugino(16) for describing a
Stern layer, and the methodology was modified in an
adaptive manner by Jinnouchi and Anderson.(19)

The entropy S± is described using a lattice gas model
as follows:

.
· · · · · · · · · · · · · · (21)

This term was introduced by Borukhov et al.(17,18) to
describe steric effects of ion in solution.

2. 4  Minimization of Grand-potential

Ω is a functional of ψnkσ, fnkσ, ρ± and φ, and can be
minimized by simultaneously solving equations
obtained by variational principles:

,

· · · · · · · · · · · · · · (22)

,

· · · · · · · · · · · · · · (23)

,

· · · · · · · · · · · · · · (24)

. · · · · · · · · · · · · · · (25)

Ω depends also on nuclear positions Ri and can be
minimized by conventional quasi-Newton methods(34)

using the following analytical derivatives of Ω with
respect to Ri:

,· · · · · · · · · (26)

, · · · · · · · · · · · (27)

,

· · · · · · · · · · · · · · (28)

.

· · · · · · · · · · · · · · (29)

For efficient computations using pseudopotentials
and projector expansions, the grand-potential and its
derivatives must be reorganized. Details of these
reorganizations are shown in Ref. 19.

2. 5  Numerical Procedure for Minimization

A flowchart of the numerical procedure to minimize
Ω is shown in Fig. 2. A major difference between the
DFT-MPB calculations and conventional DFT
calculations is in their calculations of the electrostatic
potential φ. In the conventional DFT calculations on
molecules and surfaces in vacuum, φ is obtained by
solving the following Poisson equation:

, · · · · · · · · · · (30)

which is obtained by substituting ε = 1 and ρ± = 0 into
Eq. (23). This Poisson equation can be solved by
conventional reciprocal- or real-space numerical
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results of applications are presented after brief
introductions of the calculation methods.

3. 1  Reaction Free Energies and Reversible

Potentials

3. 1. 1  Method

Reaction free energies and redox potentials are
important thermodynamic properties to predict phase
stabilities of electrode surfaces. In the DFT-MPB
method, the thermodynamic properties are obtained by
calculating the Gibbs free energy GI described as
Eq. (5) and the electrode potential UI described as Eq. (1)
changing the number Ne, I of electrons present in the
system. Here, the subscript I denotes the product state
P or reactant state R. As shown in Fig. 3 (A), obtained
discrete data GI and UI are interpolated by a quadratic
function as follows:

, · · · · · (31)

and the reaction free energy ΔG is obtained as a
difference between the quadratic function of a reactant
and that of its product. The redox potential for forming
the product P from the reactant R is obtained as a
crossing point between the two quadratic curves.

3. 1. 2  Results on Surface Phase Diagrams of Pt(111)

Figure 4 (A) shows calculated reaction free energies
of the following H, OH and O adsorbate formations on
Pt(111):(20,43-48)

H+(aq) + e– → H(ads), · · · · · · · · · · · · · · (R1)
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methods.(35-37) In the case of the DFT-MPB
calculations, φ is obtained by solving the modified
Poisson-Boltzmann equations (23) and (24), and in our
implementation,(19) the equations are iteratively solved
by a real-space method using a point-successive over
relaxation (PSOR) method(38) combined with a
multi-grid method,(39) which was shown to be efficient
for calculations not only on molecular systems but also
on surface systems.

In the DFT-MPB method, additional computations
are necessary also to obtain free energy terms Ees,
Fss,nes, Fis,nes and S± and their derivatives with respect
to Ri. These calculations can be easily executed by
using real-space quadrature schemes.(36,37,40,41)

3. Properties Calculated from DFT-MPB: 

Thermodynamics, Kinetics and Spectroscopy

By using the DFT-MPB method, valuable
information is obtained on thermodynamics and
kinetics of electrode reactions, and spectroscopic
properties of reaction intermediates. In this section,
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Fig. 3 G–U (A) and Ne–U (B) plots. From differences in
the interpolated curves, various properties are
obtained on reaction free energy ΔG, activation free
energy ΔG*, electrosorption valency value γ and
transfer coefficient α.
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Fig. 2 Flowchart of DFT-MPB calculations. Differences
from conventional DFT calculations are in the steps
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H2O(aq) → OH(ads) + H+(aq) + e–,   · · · · · · (R2)

H2O(aq) → O (ads) + 2H+(aq) + 2e–, · · · · · (R3)

where (aq) and (ads) indicate the aqueous phase and
adsorbate phase, respectively. The results indicate that
H(ads), OH(ads) and O(ads) are stable in the potential
ranges of U ≤ 0.11 V, 0.69 < U ≤ 0.99 V and 0.99 V < U,
respectively. The theoretical results are consistent with
the experimentally-obtained cyclic voltammograms of
Pt(111) in a HClO4 solution,(49,50) from which H(ads),
OH(ads) and O(ads) are judged to be stable in the
potential range of U ≤ 0.24 V, 0.73 < U ≤ 0.98 V and
0.98 V < U, respectively.

The OH and O adsorbate formation reactions (R2)
and (R3) are known to be disturbed by specifically
adsorbed sulfuric acid anion when the HClO4 solution
is replaced by a H2SO4 solution.(51,52) This specific
adsorption also can be described well by the DFT-MPB
method.(53)

Figure 4(B) shows reaction free energies for the
following anion adsorption reactions in addition to
those for reactions (R1) – (R3):

HSO4
–(aq) → HSO4(ads) + e–, · · · · · · · · (R4)

HSO4
–(aq) + H2O(ads) → H3O···SO4(ads) + e–,

· · · · · · · · · · · · · · (R5)

HSO4
–(aq) → SO4(ads) + H+(aq) + 2e–. · · · (R6)

Bisulfate with the surface coverage θs of 1/10 ML is
stable in 0.41 < U ≤ 0.48 V, but within the narrow free
energy range of about –0.01 < ΔG ≤ 0.02 eV, there are
three other surface states: sulfate with θs = 1/10 ML,
hydronium-sulfate ion pair with θs = 1/10 ML and
1/5 ML. In the higher potential range of 0.48 V < U,
sulfate with θs = 1/10 and 1/5 ML is stable. This means
that when the electrode potential is increased from a
low potential [e.g., U = 0.20 V] in the presence of
sulfuric acid, anion adsorption starts at U ≈ 0.4 V. At
the initial stage of the adsorption, bisulfate is the main
adsorbate, but sulfate and hydronium-sulfate ion pair
can also coadsorb due to the small free energy
differences. As the potential becomes higher, bisulfate
and hydronium-sulfate ion pair gradually disappear
and sulfate becomes the main adsorbate. Because the
free energy of sulfate is lower than those of OH(ads)
and O(ads), sulfate suppresses hydroxide adsorption
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Fig. 4 Reaction free energies ΔG for reactions (R1) – (R8)
as functions of electrode potential U. Thinner lines
are the results under low surface coverage
conditions (1/12 ML for OH(ads), 1/4 ML for
O(ads), 1/10 ML for bisulfate (HSO4(ads)),
hydronium-sulfate ion pair (H3O···SO4(ads)) and
sulfate (SO4(ads)), and thicker lines are the results
under high surface coverage conditions (1/3 ML for
H(ads), 1/3 ML for OH(ads), 1/2 ML for O(ads),
1/5 ML for bisulfate (HSO4(ads)), hydronium-sulfate
ion pair (H3O···SO4(ads)) and sulfate (SO4(ads)),
and 2/3 ML for deposited Cu (SO4Cu2(ads)), and
1 ML for deposited Cu (SO4Cu5(ads)). Bars above
graphs indicate stable phases deduced from the
reaction free energies. Electrolytes considered in
these calculations are 0.1M HClO4 for (A), 0.1M
H2SO4 for (B) and 0.1M H2SO4+5 mM CuSO4

for (C).



and oxide formation. Sulfate is, therefore, judged to be
stable in a wide potential range.

When copper cation (Cu2+) is introduced into the
H2SO4 solution, cation is deposited on the surface and
forms sub-monolayer of Cu layer co-adsorbed with
sulfate at the potential higher than the bulk deposition
potential of Cu (0.34 V (SHE)).(54,55) This so-called
underpotential deposition of Cu (Cu-UPD) is also
described well by the DFT-MPB method.(56) Figure 4(C)
shows reaction free energies for the following
deposition reactions in addition to those for reactions
(R1) – (R6):

2Cu2+(aq) + HSO4
– (aq) + 2e–

→ SO4···Cu2(ads)+H+(aq), · · · · · · · (R7)

5Cu2+(aq) + HSO4 (aq) + 9e–

→ SO4···Cu5(ads) + H+(aq). · · · · · (R8)

2/3 ML of copper co-adsorbed with 1/3 ML of
sulfate formed by the reaction (R7) is stable at
0.49 < U ≤ 0.63 V (RHE), and 1 ML of copper
co-adsorbed with 1/5 ML of sulfate formed by the
reaction (R7) is stable at 0.34 < U ≤ 0.49 V (RHE). The
results indicate that when the electrode potential is
decreased from a high potential [e.g., U = 0.80 V] in
the presence of copper cation, Cu-UPD proceeds by
two-step mechanism: the formation of 2/3 ML of
copper at U = 0.63 V (RHE) followed by the
formation of 1 ML of copper at 0.49 V (RHE). The
results are consistent with the experimentally-obtained
linear sweep voltammetries,(55) in which two sharp
current spikes attributed to the copper depositions are
observed at U = 0.65 V and 0.61 V (RHE).

Table 1 summarizes the reversible potentials
forming adlayers which appear in the reactions
(R1) – (R8). The theoretically-obtained reversible
potentials agree well with the experimentally-obtained
ones. The results indicate that thermodynamics of the
electrode reactions are accurately described by the
DFT-MPB method.

3. 2  Electrosorption Valency Values

3. 2. 1  Method

Electrosorption valency value γ is an essential
electrochemical property related to thermodynamics
and charge transfer properties of electrode reactions.
γ is defined as the number of charges transferred by an

adsorbate formation and is described as the following
equation:

, · · · · · · · · · · · · · · (32)

where σsurf is the surface charge density, and θ is the
surface coverage of the adsorbate.(4,5,52,57) Another
important description of γ is obtained by cross
differentiations of an electrocapillary equation as
follows:(4,5,53,57)

, · · · · · · · · · · · · · · (33)

In the conventional DFT calculations on non-electrified
interfaces, the surface charge σsurf is empirically
determined to neutralize the surfaces. In other words, 
γ cannot be obtained by the theory. In contrast, the
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UpTe ,,

surf1
θ
σγ
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θ

γ
,,

1

pTU
G

e ∂
Δ∂

=

Reaction Urev (Cal.) Urev (Exp.) 

H+(aq) + e− ↔ H(ads) 0.11 0.24a 

H2O(aq) ↔ OH(ads) + H+(aq) +e− 0.69 0.73a 

OH(ads) ↔ O(ads) + H+(aq) + e− 0.99 0.98b 

HSO4
−(aq) ↔ HSO4(ads) + e− 0.41 0.44c 

HSO4
−(aq) ↔ H3O⋅⋅⋅SO4(ads) + e− 0.55 − 

HSO4(ads) ↔ SO4(ads) + H+(aq) + e− 0.46 ∼0.5d 

3SO4(ads) + 10Cu2+(aq) + 2HSO4
−(aq) + 16 e−  

↔ 5(SO4⋅⋅⋅ Cu2) (ads) + 2H+(aq) 

0.63 0.65e 

5(SO4⋅⋅⋅ Cu2) (ads) + 5Cu2+(aq) + 2H+(aq) + 14 e− 

↔ 3(SO4⋅⋅⋅Cu5) (ads) + 2HSO4
−(aq) 

0.49 0.61e 

Table 1 Reversible potentials Urev (V vs. RHE) for
reactions (R1) – (R8). Experimental values were
obtained from cyclic voltammograms reported in
the literatures.

a. Potentials forming 1/3 ML of H(ads) and 1/12 ML of  
OH(ads) reported in Ref. 49. Contributions from 
configurational entropies kBT ln [θ / (1 – θ )] were 
subtracted.

b. Potential estimated from a scan rate dependence of the 
cyclic voltammogram reported in Ref. 50.

c. Potential forming 1/10 ML of bisulfate adlayer reported 
in Ref. 52.

d. A potential, where a transient in the electrosorption
valency value appears, reported in Ref. 52. 

e. Potentials reported in Ref. 54.



DFT-MPB method can handle explicitly the electrified
interfaces, and γ can be theoretically obtained in a self-
consistent manner.

An equation to obtain γ by the DFT-MPB method is
derived as follows. By using a thermodynamic
integration scheme,(58) the reaction free energy ΔG is
described as follows:

,

· · · · · · · · · · · · · · (34)

where ξ is the reaction coordinate, and ξI (I = R or P)
is the position of the reactant or product on the reaction
coordinate. By substituting Eqs. (1), (2) and (34) into
Eq. (33), the following equation is obtained:

,

· · · · · · · · · · · · · · (35)

where Q(ξ) is the partition function defined as follows:

. · · · · · · · · · · · · · · · · · 

(36)

By using Janak theorem(59), ∂Ω/∂μe is rewritten as
follows:

.

· · · · · · · · · · · · · · (37)

Substituting Eq. (37) into Eq. (35) gives the
following equation:

.

· · · · · · · · · · · · · · (38)

Accordingly, γ is equal to the number of electrons
transferred by the reaction. The resulting equation is
consistent with the macroscopic thermodynamic
relationship described by Eqs. (32) and (33).

The right hand side of Eq. (38) is approximated as a
difference between two quadratic curves:

,

· · · · · · · · · · · · · · (39)

which are obtained by interpolating discrete data Ne,I
and UI as shown in Fig. 3 (B) after the calculations of
the reaction free energies ΔG by a methodology
described in Subsection 3.1.1.

3. 2. 2  Results on Electrosorption Valency Value of

Sulfuric Acid Anion Adsorption

Figure 5 shows calculated γ of the sulfuric anion
adsorption reactions (R4) – (R6).(53) An experimental
result obtained by Kolics and Wieckowski(52) is shown
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Fig. 5 Electrosorption valency values γ for sulfuric acid
anion adsorptions. Open triangles are the
experimental result reported in Ref. 52. Similarly
to Fig. 4, thinner lines are the results under the low
surface coverage conditions. Electrolyte considered
in this calculation is 0.1M H2SO4.
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3. 3. 2  Results on Activation Free Energies of O and 

OH Formations and Reductions

Figure 6 shows potential-dependent activation free
energies of O and OH formations and their reductions
at a low surface coverage condition:

H2O(aq) ↔ OH (ads) + H+(aq) + e–.· · · · · · (R9)

OH(ads) ↔ O (ads) + H+(aq) + e–. · · · · · · (R10)

The activation free energies are fitted well by linear
functions of the electrode potential U. The results
indicate that the rates of the reactions (R9) and (R10)
are described well by Butler-Volmer equations.(1)

Parameters in the Butler-Volmer equations are,
however, different between the reactions (R9) and
(R10). ΔG* at the reversible potential for the reaction
(R9) is lower than that for the reaction (R10), and
therefore, the exchange current density is judged to be
smaller for the reaction (R10) than for the reaction
(R9). The result is consistent with experimentally-
obtained cyclic voltammograms, in which reduction
and oxidation currents of the reaction (R9) are highly
reversible,(45, 49) while those for the reaction (R10) are
irreversible.(50)

Another distinct difference is in the transfer
coefficient. In the case of the reaction (R9), the slope
|∂ΔG*/∂U | for the oxidative direction is close to that
for the reductive direction. This result indicates that
the transfer coefficient α of the reaction (R9), which
is defined as (∂ΔG*/∂U)/(eΔNe),

(4,5) is near-symmetric.
In the case of the reaction (R10), in contrast, |∂ΔG*/∂U |
for the reductive direction is much larger than that for
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also in this figure. γ is from –0.4 to –1.2 for bisulfate
and hydronium-sulfate ion pair, while it is from −1.7
to −2.1 for sulfate. Since the dominant adsorbed anion
is bisulfate in 0.41 < U ≤ 0.48 V and sulfate in 0.48 V < U
as described in subsection 3.1.2, γ is predicted to be
from –0.45 to –0.95 at 0.41 < U ≤ 0.48 V and from
–1.75 to –1.85 at U > 0.48 V. The calculated values are
in good agreement with the experiment (from –0.6 to
–1.2 in 0.35 < U ≤ 0.50 V (RHE) and from –1.5 to
–1.8 in 0.55 <U ≤ 0 .85 V (RHE)).

This good agreement indicates that the
potential-dependent interfacial charge distribution is
described correctly by the DFT-MPB method. The
agreement also supports the conclusion obtained
theoretically on the mechanism of the specific
adsorption of anion described in subsection 3.1.2.

3. 3  Activation Free Energy

3. 3. 1  Method

In the DFT-MPB method, the activation free energy
ΔG* is calculated by a methodology similar to that
used for the calculation of the reaction free energy ΔG
described in section 3.1.1. In the calculation of ΔG*,
saddle points on the grand-potential Ω are determined
changing the number of electrons Ne,TS, and free
energies GTS at the saddle points are computed by
executing a phase space integral with respect to all the
coordinates other than a reaction coordinate ξ by using
a harmonic oscillator model(32) as follows:

.

· · · · · · · · · · · · · · (40)

The obtained discrete data on GTS and UTS are
interpolated by a quadratic function:

, · · · · · · · · · · · (41)

and ΔG* is obtained as GTS – GR as shown in Fig. 3(A).
For searching the saddle points, conventional methods,
such as nudged elastic band methods(60, 61) and dimer
methods,(62) are available.
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Fig. 6 Activation free energies ΔG* for reactions (R9) and
(R10) as functions of the electrode potential U.
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the oxidative direction. The transfer coefficient for this
reaction is, therefore, far from symmetric.

A question now arises on the origin of this difference
in the transfer coefficients. An answer to the question
is obtained by analyzing the number of electrons
transferred by the reactions as described in the next
section.

3. 4  Transfer Coefficient

3. 4. 1  Method

As described in many textbooks,(4,5,63) asymmetricity
in the transfer coefficient α has been considered to be
closely related to the charge transfer properties and
transition state structure. By using the thermodynamic
integration scheme similarly to that used in
subsection 3.2.1, an equation relating α to the charge
transfer properties is obtained as follows:

· · · · · · · · · · · · · · (42)

where ΔNe is the number of electrons transferred by
the overall reaction and is equal to                   .
This equation indicates that α corresponds to the ratio
of the number of electrons transferred by the formation
of the transition state to ΔNe, the number of electrons
transferred by the formation of the product state.

Similarly to the case of γ, the discrete data Ne,TS and
UTS, which are obtained in the calculations described
in subsection 3.3.1, are interpolated by the following
quadratic function:

,· · · · · · · · · · · (43)

and α is obtained from Ne,TS – NR as shown in
Fig. 3(B).

3. 4. 2  Results on Transfer Coefficients of O and 

OH Formations and Reductions

Figure 7 shows calculated transfer coefficients α for
the reductive directions of the reactions (R9) and
(R10). α for the reaction (R9) is closer to 0.5 than that
for the reaction (R10). The results are consistent with
the results shown in Figs. 8(A) and (B) and indicate
that at the transition state, more electrons are
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(B) TS for (R10) 
at U = 0.94 V (RHE)

(A) TS for (R9) 
at U = 0.72 V (RHE)
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(B) TS for (R10) 
at U = 0.94 V (RHE)
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at U = 0.72 V (RHE)
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Fig. 8 Transition state structures of reactions (R9) and
(R10). Small spheres are H atoms, medium spheres
are O atoms, and large spheres are Pt atoms. O
atoms in H3O

+ and H2O5
+ are shown as blue

spheres, and O atoms in adsorbates are shown as
green spheres.
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Fig. 7 Transfer coefficients α for reductive directions of
reactions (R9) and (R10) as functions of the
electrode potential U.
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transferred by the reductive reaction (R10) than by the
reductive reaction (R10).

The difference in the number of transferred electrons
stems from the difference in the transition state
structures. As shown in Fig. 8(B), at the transition state
of the reaction (R10), a proton transferring from a
hydronium ion (H3O

+) is located closely to the
adsorbed O, and the formation of adsorbed OH, which
involves electron transfers, is mostly completed. In
contrast, as shown in Fig. 8(A), at the transition state
of the reaction (R2), a proton transferring from Zundel
ion (H5O2

+) is far from the adsorbed OH, and therefore,
the formation of H2O is not completed.

The structural difference in the transition states
between the reactions (R9) and (R10) probably stems
from geometrical differences between adsorbed OH
and adsorbed O. OH is adsorbed at an atop site
similarly to adsorbed H2O, and therefore, the formation
of H2O from OH proceeds through a proton hopping
without large barriers involved in significant motions
of oxygen atoms. In contrast, O is adsorbed at an fcc
hollow site, and this oxygen atom is required to move
significantly to form OH at the atop site. The motion
involves a large activation barrier and cannot occur
until a proton approaches the oxygen atom and pulls it
up onto the atop site.

As illustrated by the results shown in this subsection,
macroscopic Tafel slopes are, in fact, closely related to
atomic-scale charge transfer properties and transition
state structures. Obtained equations and their
computational method shown in this subsection will
provide new insights into atomic-scale mechanisms of
elementary electrode reactions.

3. 5  In situ Vibrational Spectroscopy

3. 5. 1  Method

Potential-dependent vibrational spectra of adsorbates
at electrified interfaces give valuable information on
adsorbate structures and natures of metal-adsorbate
interactions in experiments.(64) By the DFT-MPB
method, the spectra can be obtained also by solving a
following eigen-equation:

, · · · · · · · · · · · · · · · · · · · (44)

where H is a Hessian matrix at an equilibrium point on
the grand-potential Ω. Similarly to the calculations

described in previous sections, H is constructed
changing the number Ne of electrons, and eigenvalues
ωn and eigenvector xn are computed for each of
charged states. Vibration frequencies are obtained from
ωn, vibrational modes are obtained from xn, and
infrared absorption intensities are obtained from
dynamic dipole moments along the vibrational
modes xn.

3. 5. 2  Results on in situ IRAS of Sulfate Adsorbed 

on Pt(111)

Figure 9(A) shows calculated vibrational spectra of
sulfate adsorbed on Pt(111).(53) Sulfate has a strong
band at 1250 cm-1 and a weak band at 950 cm-1. The
1250-cm-1 band of sulfate can be assigned to the S–O
(uncoordinated) stretching mode, while the 950-cm-1

band presumably can be assigned to the totally
symmetric S–O stretching mode. The latter mode is
infrared-inactive for free sulfate ion (Td symmetry)(65)

but becomes active by the adsorption through the
symmetry reduction to pseudo-C3v. The symmetry
reduction also splits the triply degenerate S–O
stretching modes at 1104 cm-1 for free sulfate ion(65)
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Fig. 9 Simulated IR-spectra (A) and potential-dependent
vibration frequencies of sulfate adsorbed on
Pt(111). Gray dots in (B) are experimental results
taken from Ref. 66.



into three separate modes at 1250, 1020, and 997 cm-1.
The dynamic dipole moments of the latter two modes
are nearly parallel to the surface, and hence they give
only weak absorption in the surface spectra by the
surface selection rule.

While those for bisulfate and hydronium-sulfate ion
pair (not shown in this article) are far from the
experiments,(53) the calculated spectra for adsorbed
sulfate agree well with experimentally-obtained
spectra reported in the literatures.(66) The calculation,
therefore, can be concluded to support the hypothesis
of sulfate as a dominant specie in a wide potential
range.

Potential-dependences of the theoretically-obtained
vibration frequencies for adsorbed sulfate also agree
well with the experimental results(66) as shown in
Fig. 9(B). The 1250 cm-1 band is significantly
blue-shifted, while the 950 cm-1 band is slightly
red-shifted when the electrode potential is increased.
Our group(67) showed recently that the potential-dependent
frequency changes are due to the so-called physical
Stark effect, in which the vibrational changes are fully
described by classical electrostatic interactions
between dipole moments of adsorbed sulfate and
external electric field across the electric double layer.

As illustrated in this subsection, theoretical
simulations on vibrational spectra and their
comparisons with experiments can give significant
information to determine dominant adsorbates on
electrode surfaces, and further analysis on
potential-dependent vibration frequencies using
theoretically-obtained vibrational modes can give
further insights into details of adsorbate structures and
their charge distributions. 

3. 6  In situ X-ray Absorption Spectroscopy

3. 6. 1  Method

X-ray absorption spectroscopy (XAS) is also a
powerful experimental method to examine structures
of adsorbates at electrified interfaces,(68-70) and the
DFT-MPB method, again, can provide spectral
information 

In our implementation, an X-ray absorption cross
section σs is calculated by a methodology using a
projector-augmented-wave (PAW) method suggested
by Taillefumier et al.,(71) in which σs is described as
follows:

,

· · · · · · · · · · · · · · (45)

,

· · · · · · · · · · · · · · (46)

, · · · · · · · · · · · · · · (47)

where hω is the photon energy; α0 is the fine structure
constant; Mi→f is the transition amplitude between an
initial core state i with energy Ei and final state f with
energy Ef ; |ψiσ

AE > and |ψiσ
PP > are the all electron

wave function for the initial core state and the
pseudo-wave function for the final state, respectively,
with spin state σ, |φn,m,l

AE > and |ξn,m,l
PP > are the all

electron partial wave function and projector function
specified by a principal number n, angular momentum
number l and magnetic momentum number m; D is the
transition operator of the photon beam with a
polarization vector ε and wave vector k. Similarly to
calculations described in previous sections, the final
state wave function |ψfσ

PP > and its energy Ef are
calculated changing the number of electrons, and σs is
calculated on each of charged states. In the calculations
of |ψfσ

PP > and Ef, a core-hole is introduced into a
pseudopotential of an excited atom to include final
state effects on XAS, and spin-orbit interactions are
included within a perturbation scheme.(72)

3. 6. 2  Results on X-ray Absorption Spectra of 

Pt(111)

Figure 10 summarizes the calculated L3 edges of
Pt(111) with various adsorbates and surface charges.
The height and position (energy) of the first peak
increase with the increase in the surface coverage of
OH or O as shown in Fig. 10(A), while the change in
the surface charge does not contribute to the spectra if
the surface coverage does not change as shown in
Fig. 10(B). The result indicates that effects by the
double layer charging are negligibly small contrarily
to the experimental suggestion described in Ref. 69.

Figure 11 shows the height and position of the first
peak as functions of the average valency of surface Pt
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atoms. Both height and energy monotonously increase
with the increase in the valency regardless the types of
the surface (hydr)oxides. The result validates the
conventional empirical method(69) to estimate the
valence state of surface Pt atoms by interpolating the
peak heights or positions of a few reference samples,
such as metallic Pt and PtO2. The result also indicates
that neither structural nor compositional information
can be obtained from the height and position of the first
peak. For obtaining the information, spectra in higher
energy region must be examined. For detecting
subsurface oxides, for example, depressions in the
intensity, which appear from 11553 to 11565 eV in the
spectra of PtO2/Pt(111) can be a good indicator.

4. Conclusions

Basic equations of the DFT-MPB and their recent
applications to interfacial electrochemistry are
presented in this article. By including electric double
layers into DFT-based interfacial models, a variety of
electrochemical properties are obtained on reaction
free energies, electrosorption valency values,
potential-dependent activation free energies, transfer
coefficients (or Tafel slopes), transition state structures,
potential-dependent vibrational frequencies and
potential-dependent X-ray absorption spectroscopy.
The developed method is a powerful tool to understand
mechanisms of electrode reactions and to design new
electrode materials for electrochemical power devices.

Acknowledgement

We thank Professor Alfred B. Anderson of Case
Western Reseave University for many valuable
advices on quantum chemical calculations of
electrode reactions and Professor Masatoshi Osawa
of Hokkaido University for his helpful advices on
interpretations of IR-absorption spectra. We
acknowledge also NEDO (New Energy and
Industrial Technology Development Organization)

32

© Toyota Central R&D Labs., Inc. 2013 http://www.tytlabs.com/review/

R&D Review of Toyota CRDL, Vol.44 No.3 (2013) 19-35

11547.5

11548.0

11548.5

11549.0

11549.5

11550.0

0 1 2 3 4 5

Valence number of Pt / -

Pe
ak

 p
os

iti
on

 / 
eV

0 2 4 6

Valence number of Pt / -

Pe
ak

 h
ei

gh
t /

 a
.u

.

(A)

(B)

11547.5

11548.0

11548.5

11549.0

11549.5

11550.0

0 1 2 3 4 5

Valence number of Pt / -

Pe
ak

 p
os

iti
on

 / 
eV

0 2 4 6

Valence number of Pt / -

Pe
ak

 h
ei

gh
t /

 a
.u

.

(A)

(B)

Fig. 11 Peak height (A) and position (B) as functions of an
average valency of surface Pt atoms.
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