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1. Introduction

Topology optimization is a mathematical design 
method that cannot only optimize the sizes and 
dimensions but also the shapes and topologies of 
structures.(1,2) The essence of topology optimization 
is to transform structural design problems into 
material distribution problems. Structural designs 
are represented by a scalar function called the 
characteristic function that takes a value of either 0 
or 1, where 0 indicates a void and 1 indicates a solid. 
Using this representation, complicated layouts of 
target structures can be freely designed by distributing 
materials. However, this representation may cause 
some numerical instability due to a lack of smoothness 
in the characteristic function. In order to regularize 
the design spaces, the characteristic function is first 
relaxed so as to take intermediate values between 0 
and 1. Then, typically, either a convolution filtering 
technique or perimeter control is applied.

On the other hand, the recent development of 
automated solutions of partial differential equations 
(PDE) is also notable. Automated software packages 
have recently become available, both commercially 

and non-commercially. Both COMSOL Multiphysics 
(commercial) and FEniCS(3) (non-commercial) seek to 
automate the solution of differential equations based 
on the finite element method. The implementation of 
the finite element method itself is a formidable task, 
but it is completely automated and hidden behind 
the formulation in these automated systems. All that 
is needed is to write expressions for solving partial 
differential equations.

In the context of topology optimization, automated 
systems are useful for solving known and unknown 
physical problems. Furthermore, by incorporating 
filtering techniques and optimization methods into 
relevant forms of partial differential equations, 
automated solution systems may also provide an 
interesting opportunity to assist with the agile 
development of topology optimization.

In the present paper, we focus on powerful but less 
widely used regularization and optimization methods 
utilizing automated solutions of partial differential 
equations. We discuss the effectiveness and advantages 
of the proposed methods through numerical examples.
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tensor as

, ,				                           (4)

where Emax is the elasticity tensor of the solid material, 
i.e., E = Emax when ρ = 1. P( = 3; typically) is introduced 
to promote black and white solutions.(2) The design 
domain is discretized by a square element of length 
∆x = 0.025. In this problem, we pursue a symmetric 
design. Therefore, we only solve half of the domain. 
This problem can be solved using a continuous 
gradient-based optimization method, such as SNOPT.(4) 
The design sensitivities are available via the standard 
adjoint-based sensitivity analysis.(2) The results are 
shown in Fig. 2. In the left illustration a large gray 
area (grayscale problem) remains. By increasing the 
value of P we can force the design variables toward 
0 or 1. However, we typically end up with a solution 
such as that indicated on the right-hand side of Fig. 2 
(checkerboard problem).

3. PDE-based Regularization(5)

Since the density function, ρ∈L∞ (D), can take any 
point-wise value, the raw density function may produce 
severely oscillating designs, such as the checkerboard 
pattern shown in the right illustration of Fig. 2. 

In order to mitigate the numerical instability, 
thus far, several image-processing based filtering 
techniques have been proposed. These techniques are 
conventionally applied to the design sensitivities rather 
than the design variables themselves. However, this 
causes discrepancies between the filtered sensitivities 
and the actual sensitivities that may confuse the 
optimization process and disturb the convergence. 
Here we instead propose a Heaviside projection-based 
topology optimization method(6) with a scalar function 
that is filtered by a Helmholtz-type partial differential 
equation. Therefore, the optimality can be strictly 
discussed in terms of the KKT condition. In order to 
regularize the density function we first introduce an 
intermediate mathematical design variable ϕ and the 

2. Topology Optimization

This section provides a brief introduction to the 
topology optimization method and some inherent 
issues in the methodology. Figure 1 shows the design 
domain with the boundary and load conditions for a 
benchmark design problem, in which we maximize 
the stiffness of a cantilever beam by distributing 
a prescribed amount of material within the design 
domain. This problem can be formulated as the 
minimization of the mean compliance under the total 
volume constraint:

				      
 ,

						          
(1)

 .

Note that the design variables are relaxed so as to 
take  intermediate values between ε and 1, where
ε  ( = 0.01) is the lower bound set in order to avoid a 
singularity in void regions. The displacement vector, 
u, is calculated from the following analysis problem:

			       
 .			       (2)

Assuming infinitesimal deformation, the stress 
tensor σ is expressed in terms of a homogeneous 
isotropic elasticity tensor E and a linear strain tensor 
∈ as follows:

                 (3)

The material density ρ is embedded in the elasticity 

Fig. 1	 Design domain and boundary conditions for 
a cantilever beam design problem. Fig. 2   Optimized structures for P = 1 (left) and P = 3 (right).
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use the projected smooth density function, ρ, for the 
material interpolation in Eq. (4) instead.

In  order  to  solve  the  optimization  problem  of 
Eq. (1) for the new design variable, ϕ, (instead of ρ), 
we seek the following first-order necessary condition 
for the Lagrange function , i.e., the KKT 
condition:

	    
 (7)

where λ is the Lagrange multiplier. 
Figure 4 illustrates the optimized results for the 

density in grayscale for the case in which parameter 
R in the partial differential Eq. (5) is set to {1.0 ∆x; 
2.0 ∆x; 4.0 ∆x}, and the half-bandwidth, h, in the 
projection of Eq. (6) is set to {0.1; 0.5; 1.0}. The 
lesser R and the tighter h (the upper left) give finer 
details with a clear outline in the final design, whereas 
the opposite combination (lower right) makes the 
outline extremely blurred. Note that, in all cases, no 
checkerboard patterns appeared even though the linear 
elements are used for the discretization.

Figure 5 shows the histories of the objective function 
and the relative complementarity gap for the case in 
which R = 1.5 ∆x and h = 0.5. The complementarity 
gap indicates how well the KKT condition of Eq. (7) 
is satisfied. In this particular case, assuming the j-th 
component of the reduced gradient as

 ,				        (8)

the complementarity gap e is equivalently defined as

 ,				        (9)

where
				        , 

.
	  (10)

The optimization process is terminated when the 
complementarity condition is satisfied within the 
tolerance as e ≤ 10–5 (called optimality tolerance in 
SNOPT(4)). In this case the optimization converged 
after 45 iterations.

Incidentally, the proposed regularization scheme can 
be applied to the level set based approach, for instance, 
and of course other types of physics.(8)

4. PDE-based Topology Optimization(9)

Alternatively one can solve the minimum compliance 

following partial differential equation for φ∈H 1 (D):

. 				        (5)

This equation simply substitutes ϕ into φ when the 
first term is canceled, i.e., R = 0. On the other hand, the 
equation becomes Poisson’s equation when R → ∞.
By appropriately setting R to an intermediate value, 
this equation functions as a low pass filter that acts on 
a raw scalar function ϕ to produce the smoothed scalar 
function φ. The investigation of the associate Green 
function clarifies this function.(7) Figure 3 shows the 
shape of the Green function for the case in which R 
is set to 0.5 and the Neumann condition is applied to 
all four boundaries. Here, φ can be expressed by the 
convolution integral of the Green function multiplied 
by the input ϕ. In other words, we seek the optimum 
design within the space of smoothed φ restricted by 
the equation.

Then, we project φ onto ρ as follows:

					             ,

					            
,

 ,     (6)

where h is a positive parameter for the bandwidth 
between the complete material domain (where h < φ)
and the complete void domain (where φ < –h). 
Therefore, the bandwidth is equal to 2h. Finally we 

Fig. 3	 Green function of Eq. (5) under the Neumann 
		  condition.

––

–
–
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violation of the constraints.
With the reduced gradient in Eq. (7) modified as

	  (12)

into the source term, we finally use the following 
time-dependent diffusion equation for searching the 
solution:

  ,				     (13)

where the first term on the right hand side with the 
positive parameter κ gives a diffusion effect for 
regularizing (smoothing) the function ϕ. Note that, in 
the current situation, in which the volume constraint is 
active in the end, the Lagrange multiplier can be fixed 
as λ* = 1 because the objective and constraint functions 
are both normalized.

The main flow of the computation is summarized 
in Table 1. Table 2 describes the parameters and the 
default values adopted in the algorithm. For solving 
the partial differential Eq. (13) in time, we apply the 
standard backward differentiation formula (BDF) 
method with an adaptive time step scheme.(10) All of the 
programs are implemented in COMSOL Multiphysics. 
From an implementation point of view, the proposed 
method is advantageous because all of the necessary 
elements are already included in the software package. 

problem using time evolution equations. If the correct 
value of the Lagrange multiplier, λ*, is somehow 
provided, the constrained optimization problem (1) can 
be solved by simply minimizing the Lagrange function 
L as an unconstrained optimization problem. In order 
to penalize the violation of the volume constraint, the 
Lagrange multiplier is modified as follows:

 
,
,			     

(11)

where β is a positive parameter for controlling the 

Fig. 4    Optimized results using the PDE-based filtering technique.

Fig. 5    Optimization histories.
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lightweight car seat structure design problem is solved. 
The left-hand side of Fig. 8 shows the design domain. 
A symmetric seat is pursued here so the design domain 
is only the half of the entire domain divided by the 
symmetry plane of y = 0. The right-hand side shows the 
mesh, which is composed of 1,928,074 tetrahedrons 
with a maximum length of less than 0.005 m. The 
state and design fields are both discretized using the 
Lagrange linear shape functions. The total number of 
degrees of freedom is 1,371,832: 1,028,874 degrees of 
freedom for the state variables and 342,958 degrees of 
freedom for the design variables. In order to simulate 
a seated passenger, a homogeneous pressure load is 
exerted on the surface of the seat, depicted in gray on 
the left-hand side of Fig. 9. Considering the inclination 
of the seat back, 1/3 of the homogeneous pressure load 
is exerted on the surface of the seat back depicted in 
gray in the center panel of Fig. 9. For fixing the seat 
structure, equivalent counter forces are exerted on the 
candidate fixing positions within the gray area on the 

Therefore, the proposed method can be implemented 
by simply describing equations, i.e., programming 
using the Matlab interface is not required.(11)

Figure 6 provides snapshots of the optimization 
process, showing the material densities, at t = 0, 3.50,
10.29 and 62.05. Since the design sensitivities are 
restricted by the Heaviside function of Eq. (6) within 
the interface boundaries, the initial black and white 
configuration may produce a similar boundary tracking 
behavior to that of the level set methods. Figure 7 
shows the optimization histories of the objective 
function on the left, the volume constraint in the center 
and the Lagrange multiplier on the right.

In order to demonstrate the practicality of the 
proposed method for solving large scale problems, a 

Fig. 7	 Optimization histories: objective function, normalized by the initial value (left); volume constraint, 
normalized by the area of the design domain (center); Lagrange multiplier (right).

Table 1    Algorithm for topology optimization.

Table 2    Parameters and default values.
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Fig. 6	 Optimization process of the material density 
distribution solved by the time evolution equation.

t = 0 (s) t = 3.50 (s)

t = 10.29 (s) t = 62.05 (s)

Parameters Values
Lower bound for the material density in Eq. (6): 0.01
Half bandwidth in Eq. (6): 1.0
Source term coefficient in Eq. (10): 0.1
Parameter for modifying Lagrange multipliers in Eq. (8): 2.0
Diffusion coefficient in Eq. (10):

1) Set all constants: .
2) Set initial values for
3) Calculate by Eq. (6).
4) Solve the forward problem of Eq. (2).
5) Calculate the sensitivities in Eq. (9).
6) Determine the modified Lagrange multiplier by Eq. (8).
7) Update the design variables by Eq. (10).
8) Return to 2) for next time step, or terminate if a stopping

criterion is met.
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the regularization in topology optimization. Using 
a Heaviside projection-based representation, we 
presented a PDE-based filter that acts directly on the 
design variables. Thus, the consistency of the design 
sensitivities is preserved. Moreover, we presented 
a time evolution equation that solves topology 
optimization problems using the standard BDF method 
with an adaptive time step scheme. All programs 
were implemented in COMSOL Multiphysics. From 
an agility point of view, the proposed methods are 
advantageous because all of the necessary elements are 
already included in the software package. Therefore, 
the proposed methods can be implemented simply 
by describing equations without using the MATLAB 
interface. The effectiveness of the proposed methods 
was confirmed through stiffness maximization 
problems with a total volume constraint. Moreover, 
the practicality of the time evolution scheme was 
demonstrated by its application to the lightweight car 
seat  structural  design problem.  Although  FEniCS 
could be an alternative to COMSOL Multiphysics, 
FEniCS is not as easy to use as COMSOL Multiphysics, 
due to the lack of a GUI.

right-hand side of Fig. 8.
The upper bound of the total volume fraction is set 

to 15% of the entire design domain. The initial value 
for ϕ is set to zero everywhere. The time integration of 
Eq. (10) is conducted to the convergence until t = 5 s.
All computations are performed on a computer with 
four CPUs (2.93 GHz Intel (R) Xeon) and 64 GB 
RAM. The PARDISO direct solver computing library 
is used for solving linear systems of equations. The 
total computation time is approximately 5 days, which 
is much shorter than the time (weeks or more) required 
by the conventional mathematical programming 
approach.

Figures 10 (front view) and 11 (rear view) provide 
the snapshots of the optimization history, including the 
isosurface of the material density ρ = 0.1. In the figures, 
the initial, intermediate, and final designs are shown 
on the left, in the center, and on the right, respectively.

5. Conclusions

We revisited the theoretical background of topology 
optimization and discussed the issues inherent to 

Fig. 8    Symmetric design domain (left); FEM mesh (right).

Fig. 9    Load condition: seat (left), back (center), fixing (right).
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Fig. 10    Optimization history (front view): initial shape (left), intermediate shape (center), final shape (right).

Fig. 11    Optimization history (rear view): initial shape (left), intermediate shape (center), final shape (right).
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